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Al: THE EXISTENTIAL THREAT AND
OPPORTUNITY FOR EVERY ENTERPRISE

Every business needs to transform using Al, not only to survive but to thrive.

Getting there is a challenge for most.

84% cessscscccse P

of surveyed execs fear missing cited their struggle with
their growth objectives if how to scale Al across
they don’t scale Al their business’

TAccenture: "Al: Built to Scale, From Experimental to Exponential.” 2019. 3 <EANVIDIA.



ACCELERATED DATA SCIENCE

Extracting insights from big data Learning from examples in the data Automating feature engineering
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EXTENDING DL — BIG DATA ANALYTICS

From Business Intelligence to Data Science

ARTIFICIAL INTELLIGENCE

! l

. Traditional Machine Learning Deep
Analytics : .. ;
(regressions, decision trees, graph) Learning

DENSE DATA TYPES
DENSE DATA TABULAR/SPARSE DATA (images, video, voice)
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CHALLENGES: ACCELERATING BIG AND SMALL

Al Advances Demand Exponentially
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3000X Higher Compute Required to Train
Largest Models Since Volta

Source: OpenAl, NVIDIA

Al Applications Demand Distributed
Pervasive Acceleration

Al Interactions Per Day
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Miltions of Billions of 10s Billions of Ecom Millions of Medical
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Billions of photos 100s of Billions Events Thousands Ads / 100s of Millions Fin
tagged For Cyber Threat Person Txn For Fraud

Every Al Powered Interaction Needs
Varying Amount of Compute

7  <ANVIDIA.



Py a8 © o EMPIRICAL EVIDENCE
gy & 8 BIGGER IS BETTER



EXPLODING DATASETS

Logarithmic relationship between the dataset size and accuracy
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THE SCALING LAWS

As you increase the dataset size you must increase the model size
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Figure 1 Language modeling performance improves smoothly as we increase the model size, datasetset
size, and amount of compute® used for training. For optimal performance all three factors must be scaled
up in tandem. Empirical performance has a power-law relationship with each individual factor when not

bottlenecked by the other two.
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MOTIVATION: END OF MOORE’S LAW
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PILLARS OF PERFORMANCE

CUDA Architecture NVLink/NVSwitch Memory Architecture

L1l 1,

Massively parallel processing High speed connecting between Large virtual GPU memory,
GPUs for distributed algorithms high-speed memory
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WAYS TO ACCELERATED
DATA SCIENCE



NVIDIA DATACENTER PLATFORM

BUSINESS
APPLICATIONS
APPLICATION
FRAMEWORKS Metropolis Jarvis Merlin Clara
iy I
HELM TRITON FLEET
INFERENCE  COMMAND
SERVER
Certified
Containers 'I[zg\éilkol':?SER %‘CB ‘ 4+ TensorFlow TensorRT
RAPIDS 005 : : NVIDIA HPC SDK IndeX  Optix NVIDIA GPU
Pre-trained Models o b e @B]‘let R
RedHat
ACCELERATION
LIBRARIES MAGNUM 10 vmware
SERVERS & ‘
CLOUD o DCGM @ Grafana
p i CSP Instances
urpose Built
HARDWARE e bji’:]j e e e e e |
TECHNOLDREY NVSwitch BlueField DPU SMART NIC Mellanox Switch
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DEEPSTREAM SOFTWARE STACK




DEEPSTREAM ON JETSON NANO
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Application Framework for Healthcare

NVIDIA CLARA IMAGING

Spleen

Brain

Development
Clara Train

Dextr3D ColdStart

Seg Polygon

AIAA Server
Triton | Shared Mem

AutoML

Fed Transfer
Learning Learning

Determinism | AMP
Horovod

Orchestration

Monitoring

Dashboarding

Deployment
Clara Deploy

Queuing

Scheduling

Model
Management

X-Ray, CT, MRI

Multi-Al
Multi-Organ Seg

Multi-Task
Image,Genomics,Video

Embedded
Clara AGX

Al US Al Endo

Deep

Sl Stream

L4T Jetpack
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CALL TO ACTION




THANK YOU

NVIDIA



